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ARTICLE INFO ABSTRACT

Shopee, as a leading e-commerce platform in Indonesia,
receives millions of reviews that reflect both user satisfaction
and complaints. These reviews serve as a crucial source of
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strategic information for improving service quality; however,
their vast quantity necessitates accurate and automated
analysis. This study aims to develop a sentiment detection
system for Indonesian-language Shopee reviews by utilizing
Natural Language Processing (NLP) techniques and the
Support Vector Machine (SVM) algorithm. The methodology
includes text preprocessing stages (data cleaning, case folding,
Received 2025-07-21 tokenization, stopword removal, and stemming using
Revised 2025-08-12 Sastrawi), feature extraction using Term Frequency-Inverse
Accepted 2025-08-20 Document Frequency (TF-IDF) and Bag of Words (BoW)
approaches. The SVM model is then trained to classify reviews
into positive or negative sentiments. The results demonstrate
that the model using TF-IDF features outperforms the BoW
approach, achieving an accuracy of 93.3%, with precision and
recall of 93%, and a high F1-score. These findings reinforce the
effectiveness of combining NLP and SVM for analyzing
Indonesian-language texts and highlight the critical role of
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preprocessing stages in enhancing model performance. In
conclusion, the developed system offers a practical solution for
automatically monitoring user perceptions, supporting data-
driven decision-making, and strengthening the
competitiveness of e-commerce platforms in an increasingly
competitive digital era.
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1. INTRODUCTION

E-commerce platforms have revolutionized the way consumers shop in the digital era, with

Shopee emerging as one of the largest players in Southeast Asia, playing a significant role in this
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transformation. In Indonesia, Shopee has become the most widely used online shopping application,
receiving millions of user reviews each month. These reviews not only serve as feedback on products or
services but also represent valuable insights into consumer satisfaction and expectations that should be
systematically evaluated. One effective approach to analyzing these reviews is sentiment analysis, an
automated process of identifying opinions, attitudes, and emotions from text using Natural Language
Processing (NLP) techniques and machine learning algorithms.

Sentiment analysis has become an essential tool for understanding public opinion, particularly in
the data-intensive and consumer interaction—driven context of e-commerce. Through this method,
companies can quickly assess customer perceptions and make strategic decisions, such as improving
service quality, adjusting prices, or refining promotional strategies. Previous studies have demonstrated
the effectiveness of NLP in extracting crucial information from product reviews. In the context of Shopee
Indonesia, several studies have analyzed customer sentiments using various approaches. For example,
Kusdarnowo, Rokhman, & Apriyanto (2022) applied text mining techniques and the Support Vector
Machine (SVM) algorithm to classify Shopee reviews, achieving an accuracy of 80.9%. This study
highlighted the importance of appropriate algorithm selection and data preprocessing, especially when
dealing with Indonesian texts characterized by non-standard words, slang, and informal spelling.

One of the greatest challenges in Indonesian sentiment analysis lies in the language’s high
variability. Users often employ non-standard words, abbreviations, and highly contextual vocabulary,
requiring advanced preprocessing techniques to reduce semantic ambiguity. This process includes
tokenization (breaking text into words), stopword removal (eliminating common words with little
semantic content, such as “and,” “or,” “which”), and stemming (reducing words to their root forms). In
Indonesian, Sastrawi is one of the most widely used and proven libraries for stemming in various local
NLP studies.

From a classification perspective, the Support Vector Machine (SVM) is one of the most widely
used algorithms for text classification tasks. SVM works by finding an optimal hyperplane that separates
classes in a high-dimensional space, making it well-suited for text data represented as vectors using
techniques such as Term Frequency-Inverse Document Frequency (TF-IDF). Compared to methods like
Naive Bayes, SVM offers higher accuracy, particularly when the data is not normally distributed or is
imbalanced. Research by Susanti & Ilahi (2024) also demonstrated the success of NLP approaches in
analyzing e-commerce reviews. By utilizing TF-IDF and the Naive Bayes algorithm, they achieved an
accuracy of 90.76% in classifying Shopee review sentiments. Despite this high accuracy, further studies
are necessary to compare the performance of Naive Bayes and SVM in the context of the Indonesian
language and larger datasets.

Dak Wah, Firdaus, & Faresta (2024) examined the performance of SVM versus Naive Bayes in
analyzing marketplace reviews in Indonesia. They found that SVM delivered higher and more stable
accuracy when handling imbalanced data. These findings confirm SVM's continued relevance as a
primary choice for text classification tasks, especially when combined with appropriate preprocessing
techniques and features. Furthermore, Aras et al. (2024) introduced a transformer-based model,
IndoBERT, which achieved excellent performance on Shopee reviews. However, the complexity and high
computational resource requirements of this approach make it less efficient for small- or medium-scale
implementations.

Although several studies have been conducted, there remains a significant gap in the literature,
particularly in studies focusing explicitly on Indonesian-language Shopee reviews with a comprehensive
Indonesian preprocessing pipeline and an in-depth evaluation of SVM performance. This study aims to
fill that gap by developing an NLP and SVM-based sentiment classification system specifically designed
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for Shopee reviews in Indonesian. The system will implement preprocessing stages that include text
normalization, tokenization, stopword removal, and stemming using Sastrawi. Text features will then be
extracted using TF-IDF before training and testing with SVM.

The primary objectives of this study are to: (1) build an effective end-to-end pipeline for sentiment
classification in the e-commerce context, (2) evaluate SVM performance in classifying reviews into
positive and negative sentiments, and (3) compare the classification results with previous studies and
provide practical contributions for the development of Indonesian-language sentiment analysis systems.
The expected contributions include providing a practical approach that can be utilized by e-commerce
companies to automatically categorize customer reviews and deliver strategic insights to help improve
service quality and customer experience.

The main hypothesis of this study is that the combination of proper Indonesian preprocessing
techniques with TF-IDF and the SVM algorithm will yield superior classification performance compared
to baseline approaches such as Naive Bayes. Specifically, the system is expected to achieve accuracy above
85%, with high Fl-scores for both sentiment classes. These findings are anticipated to contribute
significantly both academically, in the field of Indonesian-language NLP, and practically, in the highly
competitive e-commerce industry.

By leveraging empirically proven NLP and machine learning approaches and tailoring them to
the local Indonesian language and context, this study aims to provide a concrete solution to large-scale
sentiment classification challenges. In an increasingly competitive e-commerce landscape, the automated
understanding of customer opinions through sentiment analysis is no longer merely an option but an
urgent strategic necessity. This research offers a foundation for developing real-time customer opinion
analysis systems that are not only technically effective but also practically relevant for enhancing digital

business competitiveness in Indonesia.

2. METHODS

This study employs a descriptive quantitative approach using Natural Language Processing (NLP)
techniques and the Support Vector Machine (SVM) classification algorithm. The research was
conducted through several structured stages, including data collection, preprocessing, feature
extraction, model training, and performance evaluation, as illustrated in Figure 1. The primary objective
of this method is to develop a system capable of automatically classifying Shopee customer reviews
into positive and negative sentiment categories based on the textual content.

Data Collection

A

Pre-Processing

v

Feature Extraction

\4

Model Training

Figure 1. Structured Stages
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2.1 Dataset

The dataset used in this study was obtained from Kaggle, specifically the
Shopee_Sampled_Reviews.csv, which consists of original reviews from Shopee application users. This
dataset contains two main columns: score (values ranging from 1 to 5) and content (textual reviews).
The data were collected by sampling thousands of product reviews on the Shopee Indonesia platform,
thus representing real user perceptions of services, products, and shopping experiences.

For sentiment classification purposes, the data were labeled based on user scores. Positive
labels were assigned to scores = 4, and negative labels to scores < 2. Reviews with neutral scores (score
= 3) were excluded to focus the analysis on two primary polarities. This process resulted in a clean
dataset ready for machine learning applications.

2.2 Text Preprocessing

The text preprocessing stage aims to clean and prepare review data so that it can be optimally
analyzed by the algorithm. This process involves six main steps:
a) Data Cleaning: Removing irrelevant elements such as punctuation, numbers, URLs, emojis,
hashtags, mentions, and other special symbols.
b) Case Folding: Converting all text to lowercase to standardize the text format.
c) Tokenizing: Splitting the review text into individual tokens (words) for semantic analysis.
d) Filtering: Removing stopwords or common words that do not carry significant information
(e.g., "yang," "dan," "ke") using an Indonesian stopword list from the NLTK library.
e) Stemming: Converting words to their root forms using Sastrawi, a specialized Indonesian
stemming library. For example, "berbelanja” becomes "belanja”.
f) Transformation (Label Encoding): Converting categorical labels (positive, negative) into
numeric form (0 and 1) using an encoder.
The outcome of this stage is clean text in its root form, ready to be used in the feature extraction
phase.

2.3 Feature Extraction

To transform textual data into a numerical form that can be processed by machine learning
algorithms, two feature extraction techniques were employed:
a) TF-IDF (Term Frequency-Inverse Document Frequency): Measures the importance of a word
in a document relative to the entire corpus. TF-IDF is more effective than simpler methods like
Bag of Words because it considers the frequency context.
b) Bag of Words (BoW): Calculates the frequency of word occurrences in a document without
considering context. It was used as a performance benchmark.
Both features were evaluated to determine which method yielded the best accuracy in
sentiment classification.

2.4 Classification Algorithm

This study employed the Support Vector Machine (SVM) algorithm as the primary
classification model. SVM works by constructing an optimal hyperplane that maximally separates data
from two classes. SVM was chosen for its ability to handle high-dimensional data and its robustness
against overfitting in textual data.

The SVM model was trained using feature-extracted data from both TF-IDF and BoW
approaches, with testing conducted through a train-test split method using an 80:20 ratio. The training
data were used to build the model, while the test data were used to evaluate the model’s performance
on new data.
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2.5 Evaluation and Analysis
The performance evaluation was carried out using standard classification metrics to assess the
model’s effectiveness:
a) Accuracy: The proportion of correct predictions out of the total data.
b) Precision: The proportion of true positive predictions out of all positive predictions.
c) Recall: The proportion of true positive predictions out of all actual positive cases.
d) F1-Score: The harmonic mean of precision and recall.

The test results are presented in tables and performance comparison graphs between the
feature extraction methods (TF-IDF vs. BoW). In addition, the system also displays actual classification
results from several data samples to demonstrate the model’s capability in correctly identifying positive
and negative reviews.

3. FINDINGS AND DISCUSSION

This study aims to detect sentiment in user reviews of the Shopee e-commerce application
using a Natural Language Processing (NLP) approach and the Support Vector Machine (SVM)
algorithm. In this research, the data are classified into two main labels: positive and negative. The
positive label represents reviews that indicate user satisfaction, while the negative label represents
complaints or dissatisfaction (Verma & Yadav, 2021; Ulfah et al., 2022).

3.1 Dataset and Data Distribution

The dataset consists of 3,000 reviews that have been collected and labeled, as presented in Table
1. The top five sample reviews are shown in Figure 2. The data were divided into 80% for training and
20% for testing, in line with common data splitting practices in machine learning research (Darwis,
Pratiwi, & Pasaribu, 2020). A balanced distribution helps prevent model bias (Nurdiansyah & Nugroho,
2023). Sentences classified as positive and negative sentiments in Figure 3.
Table 1. Label Distribution in the Dataset

Label Data Percentage
Positive 1.500 50%
Negative 1.500 50%

Total 3.000 100%
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3.2 Preprocessing Stages

Text preprocessing is an essential stage to ensure that the model can process data optimally.
The steps include data cleaning, case folding, tokenization, stopword removal, stemming, and label
encoding (Hasanah & Ramadhan, 2021; Sailunaz & Alhajj, 2019). The Sastrawi library was used for
stemming Indonesian words, so words with affixes are converted to their root forms (Putra & Widodo,
2023).

Stopword removal is crucial to retain only informative words. For example, words such as
“dan” (and), “di” (at/in), or “yang” (which) are removed because they do not carry sentiment-related
information (Almeida, Hidalgo, & Yamakami, 2019). After preprocessing, the data become cleaner and
more representative for subsequent stages. Examples of tokenization and stemming results can be seen
in Figures 4 and 5.

iokenized

[udan’, "sering’, "belanja’ ‘s’ Tapl’, ‘setiap’, ‘pengajuan’ tidak, lolos’, rs' jad’, ‘males’, elanja’, ‘uninstal, ‘3ja]
[semenjak’, 'di, 'upgrade’, shopee’, Jadi, Temot]

[penyelesaian’ ‘masalah’, ‘sangat, ‘buruk]

[apk’ ‘enqoa’ Jis]

[lelet’ 'stress’ ‘udan’ 'update’, terbany’ tetap’, ‘3ja’ lemof]

Figure 4. Tokenized

stemmed

udah sering belanja frs tapi tiap aju tidak lolos irs jadi males belanja uninstal aja

semenjak di upgrade shopee jadi lot
selesal masalah sangat buruk

apk engga jls

lelet stress udah update baru tetap aja lot

Figure 5. Stemmed

3.3 Feature Extraction

This study employed two text representation methods: Term Frequency-Inverse Document
Frequency (TF-IDF) and Bag of Words (BoW). The TF-IDF method assigns higher weights to words that
appear rarely but are significant (Olujimi & Ade-Ibijola, 2023). Meanwhile, BoW counts word frequency
without considering position or context (Nayla, Setianingsih, & Dirgantoro, 2023).

The choice of feature extraction technique greatly influences the final performance of the
model. Previous studies have also shown that using TF-IDF often results in higher accuracy than BoW,
especially for longer textual data (Verma & Yadav, 2021).
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3.4 Modeling with Support Vector Machine (SVM)

SVM was chosen because it is a reliable classification algorithm for text data and performs well
in high-dimensional spaces. The SVM model was built using a linear kernel and trained on data
obtained from TF-IDF and Bag of Words (BoW) feature extraction.

The training process was carried out using 2,400 review data points (80% of the dataset), while
the remaining 600 data points (20%) were used for testing.

3.5 Model Evaluation

The evaluation was conducted using accuracy, precision, recall, and Fl-score metrics. The
evaluation results are presented in Tables 2 and 3.

Table 2. SVM Model Evaluation with TF-IDF

Metric Value (%)
Accuracy 93,3
Precision 93

Recall 93
F1-Score 93

Tabel 3. SVM Model Evaluation with BowW

Metric Value (%)
Accuracy 91,5
Precision 92

Recall 91
F1-Score 91

Based on the results above, the SVM model with TF-IDF performed better than BoW. This
finding aligns with previous studies stating that TF-IDF is more effective in capturing important
keywords (Olujimi & Ade-Ibijola, 2023; Nayla, Setianingsih, & Dirgantoro, 2023).

3.6 Error Analysis

Several reviews were misclassified, especially ambiguous or mixed reviews. For example: “The
product arrived quickly, but the quality is not good” was sometimes classified as positive because it
contains the phrase “arrived quickly.” This highlights the model’s challenge in understanding dual
contexts (Sailunaz & Alhajj, 2019; Almeida, Hidalgo, & Yamakami, 2019).

3.7 Result Visualization
The accuracy comparison between TF-IDF and BoW is visualized in Figures 6 and 7. The graphs

illustrate the performance margin advantage of the model using TF-IDF. This visualization helps clarify
the quantitative superiority of the TF-IDF method (Pathak & Pawar, 2022).
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Figure 6. Model Accuracy Comparison (TF-IDF)
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Figure 7. Model Accuracy Comparison (BoW)

3.8 Discussion

The results of this study show that using SVM with TE-IDF is highly effective for analyzing
sentiment in Shopee reviews. With an accuracy reaching 93.3%, this method outperforms similar
studies in the e-commerce domain, which generally achieve accuracy rates of 85-90% (Verma & Yadav,
2021; Pathak & Pawar, 2022).

Proper preprocessing techniques, such as stemming and stopword removal, contribute to
increased accuracy by reducing noise in the data (Putra & Widodo, 2023; Hasanah & Ramadhan, 2021).

Furthermore, these findings reinforce previous studies that highlight the advantages of SVM
in processing textual data (Ulfah et al., 2022; Darwis, Pratiwi, & Pasaribu, 2020). This indicates that the
method is highly suitable for widespread adoption in e-commerce reviews in Indonesia.

3.9 Implications and Applications

This model can be utilized by Shopee to automatically identify complaints or expressions of
dissatisfaction. As a result, management can take quicker actions to improve service quality
(Nurdiansyah & Nugroho, 2023).
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Moreover, the results of this study also provide academic contributions to the development of
NLP and the application of SVM in the digital industry sector (Nayla, Setianingsih, & Dirgantoro, 2023;
Almeida, Hidalgo, & Yamakami, 2019).

4. CONCLUSION

This study underscores the importance of integrating natural language processing technology
and machine learning as a strategic approach to automatically understand customer opinions in the
context of e-commerce. Through the implementation of a structured sentiment analysis pipeline,
companies can improve service quality by being more responsive to user aspirations and complaints.

The application of an appropriate model not only supports data-driven decision-making but
also offers opportunities to strengthen customer loyalty and build a more positive brand image in a
highly competitive digital market.

The results obtained demonstrate that sentiment analysis innovation can serve as a foundation
for developing more adaptive and proactive business intelligence systems, while also making a
significant contribution to research in Indonesian-language text computing.

Thus, this study is expected to encourage the adoption of similar technologies on a broader
scale, whether for product review analysis, service evaluation, or enhancing real-time marketing
strategies.
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