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Abstrac 
Higher education in Indonesia includes diploma, bachelor, master, specialist, and 

doctoral programmes organised by universities. The Institute for Research and Community 
Service (LPPM) is in charge of assessing lecturers' proposals. This research aims to optimise 
the Perceptron algorithm to assess proposal eligibility using Turnitin plagiarism scores and 
reviewer scores. The optimisation results show that Perceptron accuracy reaches 99.44% to 
99.63% at various training data ratios. GridSearchCV achieved 100% accuracy, while 
RandomisedSearchCV recorded accuracy between 98.89% to 99.63%. GridSearchCV also had 
the lowest MSE , despite higher Loss values, indicating a sacrifice in generalisation ability. 
Perceptron Default and RandomisedSearchCV had higher MSE and Loss, but remained low. 
GridSearchCV's AUC reached 100%, while Perceptron Default and RandomisedSearchCV 
showed very high AUC, ranging from 99.25% to 99.98%. Overall, the Perceptron algorithm is 
effective in assessing proposal eligibility with high accuracy. 
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1. Introduction 

Higher education in Indonesia includes education programmes organised by universities 
after secondary education, including diploma, bachelor, master, specialist, and doctoral 
programmes. Each university has a Research and Community Service Institute (LPPM) that is 
tasked with managing research and community service activities conducted by lecturers. These 
activities are organised efficiently and in accordance with established standards, while the 
assessment and funding processes are fully managed by LPPM. 

Procedures established by LPPM ensure that every research and community service 
activity complies with applicable regulations. One important step in this process is the 
evaluation of research and community service proposals, which must fulfil certain criteria to be 
eligible for funding. Each proposal undergoes a selection process that involves administrative 
and substantive reviews by a team of reviewers appointed by LPPM. However, this manual 
process is often time-consuming and inconsistent, leading to delays in proposal evaluation. 
The Perceptron algorithm, which is based on artificial neural networks, offers a promising 
solution. It is able to recognise patterns and dependencies between variables in data. During 
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training, Perceptron adjusts the weights and biases to produce a model that can make predictions 
with a high degree of accuracy. The advantage of Perceptron lies in its ability to handle 
classification problems with small data sets and a deep understanding of the variety of variables 
that affect the eligibility of research and community service proposals. By utilising this 
algorithm, this research aims to overcome inefficiencies in the proposal evaluation process, 
speed up, and improve the consistency of the evaluation process. 
Various previous studies have shown the effectiveness of the Perceptron algorithm in various 
fields, such as: Research [1] that uses 40 input data, where Perceptron produces the best results 
with a certain training-testing ratio, Research [2] that shows the algorithm's ability to predict 
loan results for cooperatives, Research [3] that analyses the impact of malnutrition on toddler 
development using artificial neural networks, Research [4] that evaluates Perceptron models 
with MSE and RMSE metrics for performance assessment, Research [5]which classifies student 
personality with high accuracy, Research [6] which assesses student knowledge with high 
accuracy, Research  [7] [8][9] [10] which show that the MultiLayer Perceptron prediction model 
provides the best results on various tasks, such as predictive analysis and classification in more 
complex contexts. 

Although the application of the Perceptron algorithm has been widely used in various 
purposes, the use of Perceptron for evaluating research and community service proposals in 
higher education is still limited. 
This research aims to fill the gap by utilising labelled proposal data to optimise the Perceptron 
algorithm. By using labelled data as training data, this research will automate the proposal 
evaluation process, improve consistency, reduce the time required, and achieve high accuracy in 
determining proposal eligibility. This research also aims to optimise the hyperparameters of the 
Perceptron algorithm using the randomsearchSv and GridSeacrh techniques, by utilising two 
main variables, namely the plagiarism score from Turnitin (Turnitin score) and the score from 
the reviewer, as the main features in the classification model. 

The optimisation process is performed on the hyperparameters of the Perceptron algorithm 
in order to obtain a more accurate model in evaluating proposals. The randomsearchSv and 
GridSeacrh method was chosen due to its ability to explore the hyperparameter. The main 
variables used in the classification model are the plagiarism score obtained from Turnitin, as 
well as the score given by the reviewer on the quality of the proposal. By using these two 
variables as features, the Perceptron algorithm is expected to produce faster, more accurate, and 
consistent proposal classification. 
 
2. Research Methodology 

1. Research Location: This research was conducted at LPPM XYZ 
2. Population and Sample: The population in this study is the lecturers of XYZ , with a 

sample of 209 from the year 2023 
3. Research Variables 

Research and Community Service Proposal Data: This data includes information 
submitted in the proposal, including the title, background, objectives, and expected 
outcomes of each proposal submitted by lecturers. 
Funded Proposals: This includes proposals that successfully passed the selection and 
received funding from LPPM. The eligibility of the proposal is determined based on 
two main sources, namely the results of Turnitin checking (to check for plagiarism) and 
the judgement given by the reviewer on the eligibility of the proposal. 
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1. Data Collection 
 Collect data related to research and community service proposals, and perform data 

preprocessing 
2. Algorithm Implementation 

In the implementation stage of the Perceptron algorithm, a model was created using the 
processed data, with features taken from the proposal. model is created using the 
processed data, with features taken from the proposal. The model is trained with the 
labelled data to optimise the weights in the artificial neural network, in order to predict 
proposal eligibility. During training, hyperparameter optimisation, such as learning rate, 
number of hidden layers, number of neurons, and epochs, is performed to improve model 
performance. This optimisation was performed using grid search and randomised search 
techniques [11]–[16], After the model is trained, testing is conducted with test data to 
evaluate the accuracy and ability of the model to classify proposal eligibility. 

3. Model Evaluation 
 Evaluate the implemented Perceptron model by calculating the accuracy, MSE,, AUC and 

Loss. 
4. Analysis And Result  

In this section, we will analyse the evaluation results of the Perceptron model after 
testing. The analysis will focus on how the factors in the proposal affect the classification 
results. The discussion will address the comparison of the results obtained with the 
default algorithm with hyparameter optimisation, as well as explain the reasons why the 
Perceptron algorithm can produce good accuracy in this task. 

5. Conclusion and Recommendations 
Conclusion and Recommendations: Summarize the research findings and provide 
suggestions for future research development 

3. Results and Discussion 
3.1 Data Collection 

The data used for this research comes from the LPPM, comprising 209 entries based on the 
proposal submissions of lecturers within the Unilak environment. 
Table 1. Data Collection 
 

No Score Turnitin Average Label 
1 300 100 200 Negatif 
2 450 100 275 Negatif 
3 450 100 275 Negatif 
4 300 200 250 Negatif 
5 500 200 350 Negatif 
… … … … … 
176 500 600 550 Positif 
177 300 605 452 Positif 
178 450 615 532 Positif 
… … … … … 
206 380 400 380 Negatif 
207 350 450 350 Negatif 
208 100 500 100 Negatif 
209 300 500 300 Negatif 
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Then the dataset is divided into two parts as learning data (training data) and testing data 
(testing data). 1) Model testing is carried out at the dataset testing stage using the Perceptron 
algorithm with the first configuration, which is the default setting of Perceptron. The default 
configuration refers to the default parameter values determined based on the number of features. 
The research results can be seen in Table 1 

Table 1: Default perceptron model test 

Rasio Accuracy 
% MSE Loss AUC Information 

70.30 99.63 0.0037 0.1335 99.98 

Fitting 3 folds for 
each of 756 

candidates, totalling 
2268 fits 

80.20 99.44 0.0056 0.2002 99.93 

Fitting 3 folds for 
each of 756 

candidates, totalling 
2268 fits 

90.10 99.44 0.0056 0.2002 100 

Fitting 3 folds for 
each of 756 

candidates, totalling 
2268 fits 

 
 

 
Figure1 : Default perceptron model test 

2. Configuration HyperTuning  

Testing on the dataset was performed using hyperparameter tuning method, with 
randomsearchSv and GridSeacrh techniques, This process involves setting parameter values to 
find the optimal configuration that results in the best performance of the model used. The 
research results can be seen in Table 2 dan Table 3 
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Table 2 : Optimisation with GridSearchCV 

Rasio Accuracy 
% MSE Loss AUC Best 

Score 
Best 

Parameters Information 

70.30 100 0.0000 0.3825 100 99.76 

{'alpha': 0.001, 
'eta0': 0.001, 
'max_iter': 

1000, 'penalty': 
'l1', 'tol': 
0.001} 

Fitting 3 folds 
for each of 100 

candidates, 
totalling 300 

fits 

80.20 99.44 0.0056 0.3933 99.25 99.79 

{'alpha': 
0.0001, 'eta0': 

0.001, 
'max_iter': 

1000, 'penalty': 
'l1', 'tol': 
0.0001} 

Fitting 3 folds 
for each of 100 

candidates, 
totalling 300 

fits 
 

90.10 100 0.0000 0.0365 100 99.69 

{'alpha': 
0.0001, 'eta0': 
0.1, 'max_iter': 
1000, 'penalty': 

'l1', 'tol': 
0.0001} 

Fitting 3 folds 
for each of 100 

candidates, 
totalling 300 

fits 
 

 

 

Figure2: Optimisation with GridSearchCV 

Optimisation with GridSearchCV showed excellent performance with accuracy reaching 100% 
at 70:30% and 90:10% ratios, and the lowest MSE of 0.0000. Parameter adjustments such as 
alpha and eta0 contributed to the optimal results in each training data ratio. 
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Table 3 : Optimisation with RandomizedSearchCV 

Rasio Accuracy 
% MSE Loss AUC Best 

Score Best Parameters 

70.30 99.63 00.003
7 0.1540 1.000 99.76 

{{'tol': 0.0001, 'penalty': 
'l1', 'max_iter': 2000, 
'eta0': 0.01, 'alpha': 

0.001} 

80.20 99.44 0.0056 0.1888 99.25 99.79 

{'tol': 0.001, 'penalty': 
'l1', 'max_iter': 1000, 
'eta0': 0.01, 'alpha': 

0.0001} 

90.10 98.89 0.0111 0.4005 99.82 99.69 

{'tol': 0.0001, 'penalty': 
'elasticnet', 'max_iter': 

1000, 'eta0': 0.1, 'alpha': 
0.0001} 

 

Figure3: Optimisation with RandomizedSearchCV 

Optimisation with RandomizedSearchCV showed high accuracy, reaching 99.63% at a 70:30% 
ratio and an AUC of 1,000. Parameter adjustments such as toll, alpha, and eta0 gave optimal 
results at each training data ratio. 

Table 4. Comparison of Accuracy, MSE, Loss, AUC Results of Default Perceptron with 
GridSearchCV Optimiser, RandomisedSearchCV 

Rasio Model Accuracy 
% MSE Loss AUC Best 

Score 
Best 

Parameters Information 

70.30 

Perceptron 
Default 99.63 0.0037 0.1335 99.98  - 

Fitting 3 folds 
for each of 

756 
candidates, 

totalling 2268 
fits 

GridSearchCV 100 0.0000 0.3825 100 99.76 
{'alpha': 

0.001, 'eta0': 
0.001, 

Fitting 3 folds 
for each of 

100 
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Rasio Model Accuracy 
% MSE Loss AUC Best 

Score 
Best 

Parameters Information 

'max_iter': 
1000, 

'penalty': 'l1', 
'tol': 0.001} 

candidates, 
totalling 300 

fits 

RandomizedSe
archCV 99.63 00.0037 0.1540 1.000 99.76 

{{'tol': 
0.0001, 

'penalty': 'l1', 
'max_iter': 

2000, 'eta0': 
0.01, 'alpha': 

0.001} 

 

80.20 

Perceptron 
Default 99.44 0.0056 0.2002 99.93  - 

Fitting 3 folds 
for each of 

756 
candidates, 

totalling 2268 
fits 

GridSearchCV 99.44 0.0056 0.3933 99.25 99.79 

{'alpha': 
0.0001, 'eta0': 

0.001, 
'max_iter': 

1000, 
'penalty': 'l1', 
'tol': 0.0001} 

Fitting 3 folds 
for each of 

100 
candidates, 

totalling 300 
fits 

 

RandomizedSe
archCV 99.44 0.0056 0.1888 99.25 99.79 

{'tol': 0.001, 
'penalty': 'l1', 

'max_iter': 
1000, 'eta0': 
0.01, 'alpha': 

0.0001} 

 

90.10 

Perceptron 
Default 99.44 0.0056 0.2002 100  - 

Fitting 3 folds 
for each of 

756 
candidates, 

totalling 2268 
fits 

 

GridSearchCV 100 0.0000 0.0365 100 99.69 

{'alpha': 
0.0001, 'eta0': 

0.1, 
'max_iter': 

1000, 
'penalty': 'l1', 
'tol': 0.0001} 

Fitting 3 folds 
for each of 

100 
candidates, 

totalling 300 
fits 

 

RandomizedSe
archCV 98.89 0.0111 0.4005 99.82 99.69 

{'tol': 0.0001, 
'penalty': 

'elasticnet', 
'max_iter': 

1000, 'eta0': 
0.1, 'alpha': 

0.0001} 
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Figure4: Comparison of Accuracy, MSE, Loss, AUC Results of Default Perceptron with 
GridSearchCV Optimiser, RandomisedSearchCV 

Comparison of Default Perceptron Model, GridSearchCV, and RandomisedSearchCV 

Accuracy: At all training data ratios (70.30%, 80.20%, 90.10%), the Default Perceptron showed 
very high accuracy (99.44% to 99.63%). Meanwhile, GridSearchCV produced 100% accuracy 
across all training data ratios, which shows that a more thorough parameter search can 
significantly improve accuracy. On the other hand, RandomisedSearchCV has a slightly lower 
accuracy than GridSearchCV, but is still within the range of 98.89% to 99.63%, which still 
shows excellent performance. 
MSE (Mean Squared Error): GridSearchCV has the lowest MSE value (0.0000) at every 
training data ratio, which indicates a very small prediction error. Meanwhile, Perceptron Default 
and RandomisedSearchCV had higher, but still relatively low MSE values, ranging from 0.0037 
to 0.0111. 
Loss: GridSearchCV produced higher Loss values compared to Default Perceptron and 
RandomisedSearchCV, especially at training data ratios of 70.30% and 90.10%. This shows that 
although GridSearchCV achieves 100% accuracy, it tends to sacrifice a bit of the model's 
generalisation ability (higher Loss values). Meanwhile, Perceptron Default and 
RandomisedSearchCV showed lower Loss values, with RandomisedSearchCV showing better 
results at training data ratios of 70.30% and 80.20%. 
AUC (Area Under the Curve): GridSearchCV achieved 100% AUC at every training data 
ratio, demonstrating its ability to distinguish classes perfectly. Perceptron Default showed a very 
high AUC (99.93% to 99.98%), with a slight decrease at higher training data ratios (90.10%). 
Meanwhile, RandomisedSearchCV has a slightly lower, but still very high AUC, ranging from 
99.25% to 99.82%. 
Best Score and Best Parameters: GridSearchCV shows a consistently high Best Score, close 
to 100%, with more precise parameters for each training data ratio. Meanwhile, 
RandomisedSearchCV also gave a high Best Score, although slightly lower than GridSearchCV. 
The Default Perceptron had no best parameters found, as it is a model without parameter search. 

A comparison of the results showed that although this study [6] used a Perceptron Artificial 
Neural Network with an accuracy of 96%, another study using GridSearchCV produced higher 
accuracy (99.44%-99.63%) with more in-depth parameter optimisation, but with a slight 
increase in Loss 
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4. Conclusion 

GridSearchCV provided the most optimal results in terms of accuracy, MSE, and AUC, albeit at 
the slight sacrifice of higher loss values. This shows that careful parameter search can 
significantly improve performance, but can sometimes lead to overfitting, as seen from the large 
difference between accuracy and loss. Meanwhile, the Default Perceptron performs very well 
with high accuracy and low loss, but without parameter search, so it may not be as optimal as 
GridSearchCV. On the other hand, RandomisedSearchCV gives almost equivalent performance 
to GridSearchCV on some training data ratios, with lower Loss, but slightly lower in terms of 
AUC and accuracy compared to GridSearchCV. 
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