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Abstract 

Giving appreciation to outstanding students can motivate students to compete with each 
other in learning. MA Tanwirul Qulub Tanggungan often experiences difficulties in determining 
outstanding students due to There is no application that can assist school management in 
identifying outstanding students, the implementation is considered less than optimal. besides 
that, the determination of outstanding students is still based on report cards that are only 
ranked, and there are no criteria that refer to the K-13 curriculum. The purpose of this research 
is to offer a solution to create a recommendation system for selecting outstanding students using 
the parameters of midterm exams, final exams, assignments, attendance, attitude, 
extracurricular activities, organizations, and award certificates using decision support system 
techniques. Extracurricular grades are taken from Scouting activities only because students are 
generally required to participate in them. Naïve Bayes and Simple Additive Weighting methods 
are used in this research, where the Naïve Bayes method classifies the categories of outstanding 
students and not, while the SAW method is used for ranking.  The contribution of this research 
has the potential to increase school efficiency in student assessment and support efforts to 
improve the quality of education by rewarding students appropriately. The validation test 
results of Naïve Bayes and SAW techniques get an accuracy value of 100%, which shows that 
the SAW method can produce the best alternative recommendations. 

 
Keywords: Recommendation System, Decision Support System, Outstanding Students, Naïve 
Bayes, Simple Additive Weighting 
 
1. Introduction 

Technological innovation is needed in management and decision-making for educational 
institutions [1]. This aligns with the expert opinion that education has experienced a very rapid 
development, characterized by the development of digital learning, where education is usually 
still carried out conventionally [2]. Outstanding students have a crucial role in the progress of a 
nation. Selecting outstanding students is expected to produce the next generation of competent 
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nations so that they can continue to lead the country [3]. This research is very important for 
educational institutions in Indonesia, as it helps to increase the effectiveness in objectively 
assessing student achievement. The innovative approach of combining Naive Bayes and Simple 
Additive Weighting methods enables schools to provide more appropriate rewards and support 
to outstanding students. Thus, educational institutions can encourage students' learning 
motivation, identify individual needs, and improve the overall quality of education. 

Identification of outstanding students for an educational institution is essential every year. 
MA Tanwirul Qulub Tanggungan is a school in the Bojonegoro district. The school consistently 
organizes the selection of outstanding students every year. In the process of identifying student 
achievement, the problem faced by schools is that they often experience difficulties in 
determining student achievement objectively and efficiently at school, because no application 
can assist school management in identifying student achievement. In addition, the determination 
of outstanding students is still based on report cards that are only ranked, and there are no 
criteria that refer to the K-13 curriculum involving several criteria that must be taken because 
there are three domains of competence that are assessed, namely attitude competence, 
knowledge competence, and skill competence [4], so that in its implementation it is still 
considered less than optimal and the lack of a clear framework in weighing various factors of 
student achievement is also a factor causing these difficulties. As a result, there is uncertainty in 
identifying outstanding students and giving appropriate awards, which in turn can affect the 
quality of assessment and decision-making in schools. Similar research has been done, such as 
the Intelligent System for Predicting Learning Achievement Using the Naïve Bayes Algorithm 
at MA Sains Roudlotul Qur'an Lamongan [5]. The Topsis method supports decision systems for 
selecting outstanding students [6]. In both studies, the determination of student achievement is 
only within the scope of the lesson without involving non-academics to be considered. Thus, a 
decision support system (DSS) is needed to assess outstanding students, which can assist in 
determining exceptional students so that they are correct on target. 
         Some previous studies related to SPK in determining student achievement include the 
Analytical Hierarchy Process Method and Order of Preference Based on the TOPSIS Technique 
Assist Student Selection Decision Support System [7]. The study used the criteria of attendance, 
tardiness, cognitive scores, moral values, and achievement with AHP and TOPSIS methods. 
Furthermore, research conducted at SMP Information and Technology Surakarta uses the NN 
(nearest neighbor) and Simple Additive Weighting method based on the parameters of report 
card scores, written tests, income, and achievements [8]. Then, the Implementation of the K-
Means Clustering Algorithm for Selection of Outstanding Students Based on Activeness in the 
Learning Process [9], the Web-Based Profile Matching Method Utilizing the Decision Support 
System to Select Outstanding Students [10], and the implementation of K-Means and K-Nearest 
Neighbors in the Outstanding Student Category [11]. The review's findings indicate that no 
study has been conducted utilizing the Naive Bayes and simple additive weighting (SAW) 
methodologies to examine the characteristics of midterm exams, final exams, assignments, 
attendance, attitude, extracurricular activities, organizations, and reward certificates. This 
research will focus on a decision support system in determining student achievement each year. 

Based on the background of the problem, the purpose of this research is to develop a 
decision support system to determine outstanding students using the Naive Bayes and Simple 
Additive Weighting (SAW) methods. Previous research did not combine the two methods to 
analyze the relationship between variables and model the determination of outstanding students. 
Analyzing the relationship between variables can help improve prediction accuracy in 
determining outstanding students. The Naïve Bayes method is used to determine the probability 
of an outstanding or non-achieving student category because of its ability to classify a variable 
using probability and statistical methods [12]. While the Simple Additive Weighting method is 
used to calculate the weight of student criteria because of its ability to make more precise 
assessments, based on the value of the criteria and the weight of the required level of 
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importance [13]. The results of this study are expected to contribute to improving the quality of 
education and increasing student learning motivation. By having the right decision support 
system, schools or educational institutions can make more objective and effective decisions in 
determining outstanding students. 
 
2. Research Methods 

There are several processes in making a recommendation system to determine student 
achievement. The flowchart is a diagram that describes the algorithm, workflow, or active 
system process [13]. The recommendation system process algorithm for determining 
outstanding students with The Naive Bayes (NB) technique is applied to categorize the types of 
outstanding and non-outstanding student categories[14]. In contrast, the SAW method performs 
ranking to find superior students [15]. Algorithm image in Figure 1. 

Based on Figure 1 above, the calculation process of the Naïve Bayes method has several 
stages. Explained the initial process after logging in by taking training data from student data 
consisting of the input process of criteria and criteria values, sub-criteria values, followed by 
inputting for testing data. After the input, calculating the prior probability of each class using 
the Naïve Bayes method begins with calculating the posterior probability and then multiplying 
all probability values until getting the results of the information for testing data with outstanding 
status and not. After doing the Naïve Bayes process, it is continued by calculating the SAW 
method, and there are brief stages for calculating the SAW method. To generate a decision 
matrix, after normalizing the matrix, multiply the normalized matrix by the outcomes of the 
subsequent matrix operation., the final process until the system displays the top rank of the 
recommendation for determining outstanding students. 

 

Figure 1. Flow of the Recommendation System for Student Achievement  
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Step 1: Criteria data used as parameters in recommending outstanding students in Table 1. 
Table 1 Outstanding Students Parameter 

Code Criteria 
C1 Midterm Exams 
C2 Final Exams 
C3 Assignment Grade 
C4 Attendance 
C5 Attitude 
C6 Extracurricular Value 
C7 Organization 
C8 Award Charter 

 
Step 2: Alternative data used for determining recommendations for outstanding students using 5 
MA Tanwirul Qulub Tanggungan student data in Table 2. 

Table 2 Alternative for Outstanding Students 
Code Alternative 

A1 Learner1 
A2 Learner2 
A3 Learner3 
A4 Learner4 
A5 Learner5 

 
Step 3: Converting attribute values to categories in Table 3. 

Table 3. Categorial Criteria 
Criteria Weighted Categorical Value 

Midterm and Final Exams 
Assignments 

91 – 100 Very Good 4 
81 – 90 Good 3 
70 – 80 Fair 2 

 Less 1 
Attendance 100% Very Good 4 

80% – 90% Good 3 
70% – 79% Fair 2 

% Less 1 
Attitude, 

Extracurricular 
A Very Good 4 
B Good 3 
C Fair 2 
D Less 1 

Organization & Award 
Charter 

Available Good 2 
No Less 1 

 
2.1. Metode Naïve Bayes 

Naïve Bayes is the most popular classifier method used with good accuracy[16]. Due to 
its simplicity, This method is frequently applied in machine learning [17]. According to its 
ability to classify a variable using probability and statistical methods, the Naïve Bayes method 
will be very fitting in classifying outstanding students. This is because the Naïve Bayes method 
can classify data quickly and accurately, even with a small amount of training data[18]. The 
Naïve Bayes method process[19]. 

https://doi.org/10.31849/digitalzone.v14i2.
https://creativecommons.org/licenses/by-sa/4.0/deed.id


Terakreditasi SINTA 3 
Published online on the website: https://journal.unilak.ac.id/index.php/dz 

Title of manuscript is short and clear, implies research results (First Author) 
 

n71 

Step 1: Calculation of the probability value of each class (Prior Probability) using Equation (1). 
Where  is label probability on Ci,  is the amount of data with the class label Ci, and  
is the total number of training data. 

                 (1) 

Step 2: Calculation of the probability value of each feature (Posterior Probability) using 
Equation (2). Where  is the probability of feature xi with a label in class Ci,  
is the number of data of feature xi with a label in class Ci, and  is the number of data with a 
label in class Ci. 

                                     (2) 

Step 3: Multiplication probability values in each class or multiply rating values between 
attributes using Equation (3). If the probability of class  in a known  is ,   is a 

probability on class label Ci, and   is the probability rate of feature  with class label . 

                                                  (3) 

Step 4: Comparing class results 
 
2.2. Metode Simple Additive Weighting (SAW) 
The total of the performance ranking weights for each option in relation to each criterion is 
calculated using a straightforward additive weighting technique. Computational procedures are 
needed to process a scale on which the choice matrix (X) may be compared to all other ranks 
[20]. Phases of the Simple Additive Weighting computation process [21]: 
Step 1: Ensuring the parameters to be used , before the decision-making step 
Step 2: Double-check or assess the suitability of each option against each parameter 
Step 3: Finish the decision matrix process based on the parameter  ,The equation is used to 
normalize the matrix according to the type of attribute, for example the benefit attribute or the 
cost attribute, resulting in a normalized matrix R. 
Step 4: The ranking process produces the final result in the total of multiplying the weight 
vector by the normalized matrix R to get the greatest value chosen as the best answer (Ai). The 
SAW method's fourth equation for matrix normalization. 

              (4) 

justification The preference score for each option (V_i) is established as given in Equation (5), 
and the value of (V_i) shows that alternative Ai has stronger preference. In relation to attribute 
r_ij is the normalized ability assessment of  and  compose the 
substitute Cj. 

                        (5) 
 

3. Results and Discussion 
In this research, we used 228 cleaned student data to classify student achievement the Naive 

Bayes (NB) technique. Then, The data in this study is divided into two groups: 228 training data 
and five testing data. This data division aims to determine the data used for training and testing. 

Training data is data that already has a class and is used as raw material to train or run the 
function of an algorithm[22]. Table 4 shows the training data for this study. 



    Digital Zone: Jurnal Teknologi Informasi & Komunikasi, Volume 15, Number 1, May  2024: 67-79    n          ISSN: 1978-1520 
 

https://doi.org/10.31849/digitalzone.v15i1.19746 
Digital Zone is licensed under a Creative Commons Attribution International (CC BY-SA 4.0) 

JCCS  Vol. x, No. x,  July 201x :  first_page – end_page 
 

72 n 

Table 4. Training Data of Outstanding Students 
No Midterm 

Exams 
Final 

Exams Assignment Attendance Attitude EXTRA Organization AWARD Classification 

1 Good Fair Less Very  
good 

Very  
good Good Good Good Achievement 

2 Fair Very  
good 

Very  
good 

Very  
good 

Very  
good Fair Good Good Achievement 

3 Less Fair Fair Fair Fair Less Good Good No 

4  Fair Less Less Less Less Fair Less Less No 

… … … … … … … … … … 

227 Very  
good 

Very  
good Good Fair Less Excellent Good Good Achievement 

228 Less Less Fair Good Very  
good Fair Good Good No 

 
 The 228 training data shows that the 'No Achievement' class (C0) consists of 102 students, 

and the 'Achievement' class (C1) comprises 126 students. This calculation uses Equation (1). 

 ;  

3.1. Classification of Outstanding Students Using the Naïve Bayes Method 
Calculation of posterior probability of students with achievement. Conducted on training 

data, as much as 228 data were collected using eight criteria variables to calculate each 
criterion's probability, as demonstrated by Table 5. 

Table 5. Exam Score Probability  

Criteria Categories 
Count of Categories Probability 

Achievement No Achievement No 
Midterm Exams 

Value 
Very good 53 7 0,420 0,068 

 Good 54 6 0,428 0,058 
 Fair 12 48 0,095 0,470 
 Less 7 41 0,055 0,401 

Final Exams 
Value 

Very good 36 0 0,285 0 
Good 48 24 0,380 0,235 
Fair 24 36 0,190 0,352 
Less 18 42 0,142 0,411 

Assignment 
Grade 

Very good 36 12 0,285 0,117 
Good 42 6 0,333 0,058 
Fair 24 48 0,190 0,470 
Less 24 36 0,190 0,352 

Attendance 
Score 

Very good 48 12 0,380 0,117 
Good 36 12 0,285 0,117 
Fair 12 24 0,095 0,235 
Less 30 54 0,238 0,529 

Attitude Score Very good 66 30 0,523 0,294 
Good 36 12 0,285 0,117 
Fair 12 36 0,095 0,352 
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Criteria Categories 
Count of Categories Probability 

Achievement No Achievement No 
Less 12 24 0,095 0,235 

Extracurricular 
Value 

Very good 34 23 0,269 0,225 
Good 33 24 0,261 0,235 
Fair 30 27 0,238 0,264 
Less 29 28 0,230 0,274 

Organization 
Value 

Very good 85 67 0,674 0,658 
Less 41 35 0,325 0,343 

Award Charter 
Value 

Very good 43 33 0,341 0,323 
Less 83 69 0,658 0,676 

       Test data, or testing data, is a measurement instrument for evaluating algorithms [23] and is 
utilized as a starting point for further study. Table 6 displays the testing data used in this 
investigation. 

Table 6. Testing Data of Achievement Students 
Midterm 
Exams 

Final 
Exams Assignment Attendance Attitude Extra Organization Award Classification 

Good Very good Good Fair Good Very good Good Less ? 

To calculate the classification into the Not Achieving (C0) and Achieving (C1) classes, use 
Equation (3). 

 

 
         

 

 
  

 

 

              

 

  

  
From the above calculations, it can be concluded that P(C1|X) > P(C0|X), then the testing data 
is classified into the Achievement class. The results for five testing data are in Table 7. 
 
 
 

Table 7. Testing Data Results 

No Midterm 
Exams 

Final 
Exams Assignment Attendance Attitude Extra Organization Award Classification 
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No Midterm 
Exams 

Final 
Exams Assignment Attendance Attitude Extra Organization Award Classification 

(A1) Good Very 
good Good Fair Good Very good Good Less Achievement 

(A2) Fair Fair Fair Less Very  
good 

 Very 
good 

Less Less No 

(A3) Good Good Fair Good Good Fair Good Good Achievement 

(A4)  Less Fair Fair Fair Fair Very 
good Less Good No 

(A5) Fair Less Fair Good Fair Good Good Less No 
 
3.2.  Ranking Using Simple Additive Weighting Method 

To make parameter calculation easier, the types of criteria and their weights are defined. 
The criteria type determines whether the criteria are included in the "cost" or "benefit". Cost is 
the smaller the value, the greater, while the benefit is the greater the value, the greater. 

Table 8. Criteria and Criteria Weight 
Code Criteria Attribute Value 

C1 Midterm Exams Benefit 0,20 
C2 Final Exams Benefit 0,20 
C3 Assignment Grade Benefit 0,10 
C4 Attendance Benefit 0,15 
C5 Attitude Benefit 0,10 
C6 Extracurricular Value Benefit 0,10 
C7 Organization Benefit 0,05 
C8 Award Charter Benefit 0,10 

 
Table 8 shows the determination of criteria values based on how important each criterion 

is. Criteria with a high level of urgency will get a greater weight because if the calculation is 
carried out, the weight of these criteria can dominate so that the results obtained follow 
predictions. The smaller the level of urgency of the criteria, the smaller the weight given. In 
using the Naïve Bayes Algorithm, what needs to be done is determining the training input and 
testing target that you want to produce. After determining the criteria and the size of the 
weights, the next step in calculating The value is found using the Simple Additive Weighting 
approach of the match level of the criteria with the initial data value. Table 9 determines the 
suitability rating, and sorting is the stage of determining criteria and weights. It is necessary to 
make an initial data suitability rating for each criterion.  

Table 9. Initial Data Match Rating 

No Midterm 
Exams 

Final 
Exams Assignment Attendance Attitude Extra Organization Award 

A1 Good Very 
good Good Fair Good Very    

good Good Less 

A2 Fair Fair Fair Less Very    
good Very   good Less Less 

A3 Good Good Fair Good Good Fair Good Good 
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No Midterm 
Exams 

Final 
Exams Assignment Attendance Attitude Extra Organization Award 

A4 Less Fair Fair Fair Fair Very   
good 

Less Good 

A5 Fair Less Fair Good Fair Good Good Less 
 
For more clarity, As shown in Table 10, each alternative must be evaluated to fulfill each 
criterion. 

Table 10.  Alternative Data Suitability Rating 

Alternatives 
Criteria 

C1 C2 C3 C4 C5 C6 C7 C8 
A1 3 4 3 2 3 4 2 1 
A2 2 2 2 1 4 4 1 1 
A3 3 3 2 3 3 2 2 2 
A4 1 2 2 2 2 4 1 2 
A5 2 1 2 3 2 3 2 1 

 
The decision matrix generated from the alternative data suitability rating table is shown in Table 
11, and then a decision matrix is made.  

Table 11.  Decision Matrix 
Decision Matrix 

A1 3 4 3 2 3 4 2 1 
A2 2 2 2 1 4 4 1 1 
A3 3 3 2 3 3 2 2 2 
A4 1 2 2 2 2 4 1 2 
A5 2 1 2 3 2 3 2 1 

 
Table 12 shows the results of normalizing the decision matrix's alternative value.  

Table 12. Matrix Normalization Results 
Normalization result 

A1 1 1 1 0,6 0,7 1 1 0,5 
A2 0,6 0,5 0,6 0,5 1 1 0,5 2 
A3 1 0,7 0,6 1 0,7 0,5 1 1 
A4 1 0,5 0,6 0,6 0,5 1 0,5 1 
A5 0,6 0,2 0,6 1 0,5 0,7 1 0,5 

 

In calculating this preference, the weight value is multiplied by the value of the R matrix. 
Weight Value W = [ 0.20, 0.20, 0.10, 0.15, 0.10, 0.10, 0.05, 0.10 ] with ranking results in Table 
13. 

V1 A1 = (0.20x1)+( 0.20x1)+( 0.10x1)+( 0.15x0.6)+( 0.10x0.7)+( 0.10x1)+( 0.05x1)+ 

( 0.10 x0.5) =  1,76 

V2 A2  = (0.20x0.6)+( 0.20x0.5)+( 0.10x0.6)+( 0.15x0.5)+( 0.10x1)+( 0.10x1)+( 0.05x0.5)+ 
( 0.10 x2) = 0,78 

V3 A3  = (0.20x1)+( 0.20x0.7)+( 0.10x0.6)+( 0.15x1)+( 0.10x0.7)+( 0.10x0.5)+( 0.05x1)+ 
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( 0.10x1) = 0,77 
V4 A4  = (0.20x1)+( 0.20x0.5)+( 0.10x0.6)+( 0.15x0.6)+( 0.10x0.5)+( 0.10x1)+( 0.05x0.5)+ 

( 0.10 x1) = 0,72 
V5 A5  = (0.20x0.6)+( 0.20x0.2)+( 0.10x0.6)+( 0.15x1)+( 0.10x0.5)+( 0.10x0.7)+( 0.05x1)+ 

( 0.10x0.5) = 0,59 
Table 13. Ranking Results 

Data Alternative SAW Results Ranking 
Learner 1 1,76 1 
Learner 2 0,78 2 
Learner 3 0,77 3 
Learner 4 0,72 4 
Learner 5 0,59 5 

 
3.3. Evaluation Model 

At the evaluation stage, researchers analyze the model and performance of the method by 
looking at the accuracy value and the results of the accuracy test conducted. Checking training 
data performance on the Naïve Bayes Algorithm in Weka gets an accuracy result of 95.172% in 
Table 14. 

Table 14. Training Data Accuracy 

 
 
Table 15 Although the results of testing the accuracy of testing data on Rapid Miners create 
precisely one hundred percent accuracy. 

Table 15. Testing Data Result 

 
 
The test results of testing data in Rapid Miner follow manual calculations. Where five testing 
data, two classes are categorized as 'TRUE = Achievement' and three classes are categorized as 
'FALSE = Not Achievement'. The final results of SAW method testing with the test data value 
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of MA Tanwirul Qulub Tanggungan students, from the testing data, the highest score is in Table 
16. 

Table 16. SAW Method Performance Results  

EXPERT SAW 
Alternative Rank Alternative Rank 

A1 1 A1 1 

A2 2 A2 2 

A3 3 A3 3 

A4 4 A4 4 

A5 5 A5 5 

 
Accuracy =  

Naïve Bayes Accuracy =  

SAW =  
        Based on the validation results using the naive Bayes and simple additive weighting 
methods, it can be seen that the accuracy test results that have been carried out using the student 
data set produce an accuracy value of 100%. From the test results, it can be seen that the 
percentage of accuracy levels tends to increase compared to previous research [23] which 
applies the C4.5 Algorithm in the Selection of Outstanding Students at SMPN 10 Medan with 
the tree method. In the Selection of Outstanding Students at SMPN 10 Medan with the decision 
tree method, the accuracy value is 56.17%, precision 55.28% and recall 31.25%. The results of 
this study also increased the accuracy value when compared to other studies [24] which used the 
Weighted Product (WP) method to determine student achievement students at SMK Al-Qodiri 
Jember by determining the weight of each criterion as a consideration resulting in an accuracy 
value of 80%. Each criterion as a consideration produces an accuracy value of 80%. 
 
4. Conclusion 

Based on the research conducted, the decision support system by applying a combination of 
the Naive Bayes Method and the Simple Additive Weighting Method can assist schools in 
providing recommendations for decision-making to determine outstanding students and be able 
to increase the effectiveness of learning and student development programs at schools. 
Compared to previous research on determining student achievement, the combination of Naive 
Bayes and SAW methods offers several advantages. The Naive Bayes method allows initial 
classification based on the probability of various criteria. This is particularly suitable for data 
that has a non-linear relationship between variables, providing accurate initial predictions. 
Furthermore, the SAW method is used to assign weights to each criterion, allowing for a more 
structured and comprehensive assessment. SAW is effective in handling criteria that are many 
and have varying importance. From the accuracy test conducted, the accuracy value is 100%. 
The implementation of this system can help schools in performing computational calculations 
with high flexibility from the amount of data, data changes, the number of criteria, and the level 
of importance quickly and easily. 
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